Amazon AI

On October 11th 2018 an article was made on msn outlining and explaining about amazons AI showing bias against women. The AI was developed in Edinburgh in 2014 by a team of both male and female but due to the data submitted by people over a period of 10 years, which came from men, the AI quickly taught itself to bias men over women. The main role of the AI was to sort through CVs and pick out the best candidates that would suit the job but due to its problem it was picking out certain words including “women’s” and then downgrading that CV. The way an AI learns to pick up these bad traits isn’t all to do with the company itself but the data they feed it so in this case the company wasn’t really to blame, it was due to poor data collection over a period of 10 years where men may have been picked over women.

This can help us to find other whether AI is useful for business decisions as if the AI worked as it should have worked then the AI would pick out the best candidates for a job without being bias towards one group. This would help in managing business resources better as the time needed to check CVs would be cut as the AI would be doing this instead. This AI could be used in many scenarios that want the best people out of a group such as finding the best pupils for private schools.
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